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The era of ChatGPT
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Outline

◦ This talk
1. Basics of language models
2. Self-attention and transformer architectures
3. Fundamentals of pre-training & fine-tuning & reinforcement learning with human feedback (RLHF)
4. Generative pre-trained transformer (GPT) family
5. Parameter-Efficient Fine-Tuning (LORA)
6. Trustworthy LLM: robustness, safety, privacy
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A motivation for language models (LMs)

Example
Predict the next word w given the following source sentence Ssource?
Ssource : “On January 1 people usually say happy new [w].”

Question: ◦ Why is this important?
▶ spelling & grammar correction p(year|Ssource) > p(years|Ssource)
▶ machine translation p(Stranslation 1|Ssource) > p(Stranslation 2|Ssource)
▶ sentence classification p(Sclass 1|Ssource) > p(Sclass 2|Ssource)
▶ speech recognition p(w|Ssource)
▶ chatbot p(w|Ssource)
▶ (more generally) labeling, automated decisions,...
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Basics for language models (LMs) – I

Definition (Language model [17])
Models that assign probabilities to sequences of words are called language models.

Remarks: ◦ Given a sentence with T words: S = w1:T = (w1, . . . , wT ), by the chain rule of probability:

p(S) = p(w1:T ) = p(w1)p(w2|w1)p(w3|w1:2) · · · p(wT |w1:T −1) =
T∏

t=1

p(wt|w1:t−1)

◦ Implicitly, we are enforcing a graphical model that takes “time” into account.

Example
If S = w1:3 = “happy new year”, then p(S) = p(happy)p(new|happy)p(year|happy new).
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Basics for language models (LMs) – II

Question: ◦ How can we compute p(wt|w1:t−1)?

Remarks: ◦ A trivial solution: Just count the frequency on a large corpus, e.g.,

p(year|Ssource) =
p(Ssource + year)

p(Ssource)
≈

#(On January 1 people usually say happy new year)
#(On January 1 people usually say happy new)

◦ But the language is creative, there are several ways to express the same meaning.

◦ The sentence above might even not appear on the corpus.

◦ We need better ways to estimate such probabilities!
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N-gram LMs

Markov assumption [22]
The probability of a word only depends on the last N − 1 words as

p(wt|w1:t−1) = p(wt|wt−N :t−1) ≈
#(wt−N :t)

#(wt−N :t−1)
. Markov in 1913 used “Markov chains” to predict

whether the upcoming letter would be a vowel or a
consonant [22].

Example
In the bigram LM (N = 2), we only need to estimate p(wt|wt−1) ≈ #(wt−1:t)

#(wt−1) to generate text.

Figure: Count (Left) and probability p(wt|w1:t−1) (Right) from the Berkeley Restaurant Project corpus of 9332 sentences [17].
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Towards pre-training an N-gram LM

◦ In natural language processing (NLP), we use tokens to represent words coming from a vocabulary V.

Terminologies: ◦ A token is the smallest unit that can be assigned a meaning to be processed.
▶ In English, a token often corresponds to a word.
▶ However, a single token can also encode compound words like New York.
▶ In Chinese or Japanese, there is no space between words.
▶ In these languages, sentence segmentation is required before we tokenize.
◦ We indicate the beginning and the end of sentences with tokens ⟨BOS⟩ and ⟨EOS⟩.
▶ Ssource “⟨BOS⟩ Happy new year ⟨EOS⟩” has T = 5 tokens.
◦ The size of our vocabulary is denoted as |V|.

◦ Pre-training: building a LM based on a large corpus in a (often) self-supervised manner.

◦ Inference: Using a trained LM to do next word prediction.
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N-gram LMs: “Pre-training” & Inference

◦ The following simplified examples show the difficulty of pre-training and inference with 2-gram LMs.

“Pre-training”
1. Count #(wt−1) and #(wt−1:t) over the corpus.
2. Obtain probability p(wt|wt−1) over the corpus.

Inference
1. Set w1 as ⟨BOS⟩, t = 1.
2. While True:
▶ wt+1 = arg maxw∈V p(w|wt)
▶ If wt+1 is ⟨EOS⟩: break
▶ t = t + 1

3. Output: [w1, · · · , wt+1].

Remarks: ◦ Need to store the probability for all N -gram pairs.

◦ Language is creative, some new N -gram pairs might not even appear on the corpus.

◦ Cannot incorporate earlier words than N due to the Markov assumption.

p(two | one plus one equals) = p(two | it is wrong that one plus one equals)?
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Word representations

Question: ◦ How can we numerically represent a word/meaning?

Remarks: ◦ Osgood et al. 1957 [27] uses 3 numbers to represent a word.
▶ valence: the pleasantness of the stimulus
▶ arousal: the intensity of emotion provoked by the stimulus
▶ dominance: the degree of control exerted by the stimulus

Figure: From [16].
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Word embeddings

Definition (Word embeddings [17])
Vectors for representing words are called word embeddings.

◦ We will briefly introduce two words embeddings:

◦ One-hot representation: sparse and long word embedding in R|V|.
▶ Training is not required—trivial to obtain.
▶ Not a good way to capture the underlying meaning—cannot measure similarity.
◦ Word2vec [23]: a framework to learn dense and concise word embedding.
▶ Training is required.
▶ Better characterization for the meaning of a word, e.g., the similarity can be computed by similarity metrics.
▶ Cosine similarity or inner products work!
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Word2vec [23]: Setup

◦ An illustration of a target word and context words in a ±2 window size:

... people usually︸                  ︷︷                  ︸
context words

say︸︷︷︸
target word

happy new︸            ︷︷            ︸
context words

...

◦ Word2vec uses learnable parameters Xc and Xt to present two embeddings for each word,
▶ Xc corresponds to the embedding when it is as a context word.
▶ Xt corresponds to the embedding when it is as a target word
▶ They satisfy the following relationship:

bt
i = Xtei ∈ Rd, bc

i = Xcei ∈ Rd,

where ei ∈ R|V| is the one hot representation for each word, i ∈ 1, . . . |V|.

Remarks: ◦ The window size for the context is a hyperparameter.

◦ The final embedding can be the summation or concatenation of these two embeddings.
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Word2vec [23]: Training

◦ Core idea: Given a pair of words (wi, wj), return the probability that wj is the context word of wi (i.e., true).

A simple approach: p(true|(wt, wc)) = σ(⟨bt
t, bc

c⟩) =
1

1 + exp(−⟨bt
t, bc

c⟩)
, where σ is the sigmoid activation.

◦ Given a tuple (wt, wc, wn), we have the following ingredients
▶ wt is the target word.
▶ wc is one of its context words(positive samples)
▶ wn is not its context word (negative sample)—e.g., chosen via unigram (1-Gram) probability.
▶ A loss function:

L = − log (p(true|(wt, wc))p(false|(wt, wn)))
= − log p(true|(wt, wc))− log p(false|(wt, wn))

= − log σ(⟨bt
t, bc

c⟩)− log(1− σ(⟨bt
t, bc

n⟩))

= − log
1

1 + exp(−⟨Xtet, Xcec⟩)
− log

(
1−

1
1 + exp(−⟨Xtet, Xcen⟩)

)
◦ Crawl the corpus to obtain these tuples, and minimize L (e.g., with stochastic gradient descent).
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Tokenization methods: Word tokenization https://huggingface.co/spaces/eson/tokenizer-arena

◦ “ A proper tokenizer is crucial for a model with magnificent performance.”

Advantages:
▶ The word level meaning is preserved

Disadvantages:
▶ Very large vocabulary size (around 250000)
▶ Computationally more expensive to train
▶ Misspellings may be assigned as OOV (out of

vocabulary)

Examples: ◦ Transformer XL [8]
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Tokenization methods: Character tokenization https://huggingface.co/spaces/eson/tokenizer-arena

◦ “ A proper tokenizer is crucial for a model with magnificent performance.”

Advantages:
▶ Small vocabulary size (around 300)
▶ Very few unknown tokens
▶ Spelling mistakes are not important

Disadvantages:
▶ Large sequence length
▶ For many languages, like English, individual

characters do not carry much information

Examples: ◦ CANINE [6],

◦ ByT5 [49]
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Tokenization methods: Subword tokenization https://huggingface.co/spaces/eson/tokenizer-arena

◦ “ A proper tokenizer is crucial for a model with magnificent performance.”

▶ Do not split the frequently used words into smaller subwords.
▶ Split the rare words into smaller meaningful subwords.

Advantages:
▶ Medium sized vocabulary
▶ Word meanings are preserved

Disadvantages:
▶ Spelling mistakes
▶ Abbreviations

Examples: ◦ WordPiece [47] (BERT, DistilBERT...),

◦ BPE (Byte-Pair Encoding) [37] (Llama 2, Llama 3, GPT-3.5, GPT-4...)
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Designing neural networks for pre-training LM

◦ A two-layer feedforward neural network (FNN):

hx(a) :=

[
XO

] activationy
σ


weight

↓[
XI

] input
↓[
a

]
︸                                             ︷︷                                             ︸

hidden layer z = non-linear features

, x := [XI , XO]
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Short detour: Statistical learning with maximum-likelihood estimators

◦ A visual summary: From parametric models to learning machines

(ai, bi)n
i=1

modeling−−−−−−−→
parameter x

P (bi|ai, x) independency−−−−−−−−→
identical dist.

px(b) :=
n∏

i=1

P (bi|ai, x)

↓ maximizing w.r.t x
a −→Learning Machine←− x⋆

ML
prediction ↓

hx⋆
ML

(a)

Observations: ◦ Recall x⋆
ML ∈ arg minx∈X {L(hx(a), b) := − log px(b) }.

◦ Maximizing px(b) gives the maximum-likelihood (ML) estimator.

◦ Maximizing px(b) and minimizing − log px(b) result in the same solution set.
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Designing neural networks for pre-training LM
◦ A two-layer feedforward neural network (FNN):

hx(a) :=

[
XO

] activationy
σ


weight

↓[
XI

] input
↓[
a

]
︸                                             ︷︷                                             ︸

hidden layer z = non-linear features

, x := [XI , XO]

Maximum-likelihood estimator
The maximum-likelihood estimator (supervised learning with data (a, b)) is given by

x⋆ ∈ arg min
x∈X
{L(hx(a), b) := − log px(b) } .

Remark: ◦ NN-based LM can be considered as an unsupervised maximum-likelihood estimator.

x⋆
LM ∈ arg min

x∈X
− log px(S) = − log px(b1:T ),

where px(S) is the probability of sentence S with embedding b1:T = (b1, . . . , bT ).
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The optimization objective

◦ A (vector-output) neural network hx ∈ ∆|V|−1 can be used to model such probability.

− log px(b1:T ) = − log

(
T∏

t=1

px(bt|b1:t−1)

)
=

T∑
t=1

− log px(bt|b1:t−1)︸               ︷︷               ︸
hx(b1:t−1)[“bt”]


=

T∑
t=1

(
− log hx(b1:t−1)[“bt”]

)
=

T∑
t=1

(
−

|V|∑
i=1

û[i]
t log u[i]

t

)
= cross entropy loss

▶ ut := hx(b1:t−1) ∈ R|V| is the probability distribution of the next word given previous t− 1 words.
▶ ût ∈ R|V| is the correct distribution (one-hot) at t step.

Remarks: ◦ Teacher forcing training: We always give the model the correct history sequence.

◦ Auto-regressive inference: The history sequence comes from its prediction result.
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Basic NN setups for LM: architectures & objective

◦ Below, we present a general idea of deploying neural networks as LMs.
▶ Feed-forward neural network (FNN)
▶ Recurrent Neural Networks (RNN)
▶ Self-attention
◦ At each step t, we use NN to model the probability distribution of the current word given previous t− 1 words.

probability distribution of next wordy
ut := hx(b1:t−1) := Softmax


[

XO

] some architecturesy
FNN/RNN/Self-attention


some weight

↓

X ,

previous words
↓

b1:t−1


︸                                                                                                             ︷︷                                                                                                             ︸

hidden layer z = non-linear features


◦ Then, we can minimize the cross-entropy loss (i.e., −

∑|V|
i=1 û[i]

t log u[i]
t ) via (stochastic) gradient descent.
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Basic NN setups for LM: data preparation

Figure: Demo of data preparation. To parallelize the training, a batch (batch size = 3) is fed into the model in each iteration. If
sequence length is larger (smaller) than context length 15, we cut the exceeded part (pad with special token).

Remarks: ◦ A batch is a collection of sequences of fixed length.

◦ Sequence length: the number of tokens in an input sequence used in training.

◦ Context length: the maximum allowable tokens that can be used in predicting the next token.

◦ Modern LM uses a learnable embedding layer instead of pre-trained word embedding.
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Basic NN setups for LM: data preparation

Figure: Demo of data preparation. If sequence length is larger (smaller) than context length 15, we move the exceeded tokens
to (append the tokens from) the next sentence. This can improve the training efficiency.

Remarks: ◦ A batch is a collection of sequences of fixed length.

◦ Sequence length: the number of tokens in an input sequence used in training.

◦ Context length: the maximum allowable tokens that can be used in predicting the next token.

◦ Modern LM uses a learnable embedding layer instead of pre-trained word embedding.
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Basic NN setups for LM: data preparation

◦ Context length in different LMs:
▶ BERT: 512 tokens
▶ GPT-2: 1024 tokens
▶ Llama 2: 4096 tokens
▶ Llama 3: 8192 tokens
▶ GPT-4: 32K tokens ∼ 160 pages of a novel
▶ Claude 2: 100K tokens ∼ 500 pages of a novel

◦ Batch size in different LMs:
▶ GPT-2: 512
▶ Llama: 4M
▶ Llama 2: 4M

◦ Packing is used in GPT-3 (and probably in others)

Figure: Context lengths of various models, from https://cobusgreyling.medium.com

Figure: Pre-training data used in LLaMA.
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FNN as LM [1]: pre-training

◦ Core idea: use most recent N tokens to predict next token (similar to N -gram)
◦: XI ∈ Rm×Nd, XO ∈ R|V|×m are learnable parameters, where d is the dimension of the embedding.

Forward pass in pre-training on single sentence
(only use two recent tokens, i.e., N = 2)

1. Set b0 = 0, initial loss L = 0
2. For t = 1, . . . , T

▶ zt = σ

(
XI

[
bt−1

bt

])
, FNN

▶ ut = Softmax(XOzt), probability

▶ L+ =
(∑|V|

i=1−û[i]
t log u[i]

t

)
. loss
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RNN as LM [24]: pre-training

◦ A weakness of FNN LM is the Markov assumption: It cannot capture long-term dependencies.

◦ RNN architectures only partially address this issue.

◦: X1 ∈ Rm×m, X2 ∈ Rm×d, XO ∈ R|V|×m are learnable parameters.

Forward pass in pre-training on single sentence
1. Set initial state z0 = 0, initial loss L = 0
2. For t = 1, . . . , T

▶ zt = σ(X1zt−1 + X2bt), RNN
▶ ut = Softmax(XOzt), probability

▶ L+ =
(∑|V|

i=1−û[i]
t log u[i]

t

)
. loss
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RNN as LM: inference
◦ RNN architectures perform auto-regressive inference.

Forward pass in inference
1. Set b1 as the embedding of ⟨BOS⟩, t = 1, initial
state z0 = 0.
2. While True:
▶ zt = σ(X1zt−1 + X2bt)
▶ ut = Softmax(XOzt)
▶ Set bt+1 as the embedding of the token

corresponding to arg max ut.
▶ If bt+1 is the embedding of ⟨EOS⟩: break
▶ t+ = 1

3. Output: [b1, · · · , bt+1].

Figure: Auto-regressive inference
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Self-attention layer as LM
◦ A weakness of the RNN LMs is its recursive non-parallelizable computation.

◦ Self-attention can address these issues.

Figure: (Left panel) FNN in LM. (Middle panel) RNN in LM. (Right panel) Self-attention in LM.
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Self-attention layer for LM

◦ Core idea: compare a word of interest to other words based on their relevance.

◦ How do we measure the relevance of two words?
▶ inner products (recall word embeddings)
▶ e.g., for the word with embedding b3, we can compute three scores:

Score(3, 1) = ⟨b3, b1⟩; Score(3, 2) = ⟨b3, b2⟩; Score(3, 3) = ⟨b3, b3⟩.

◦ Next, we normalize them with a softmax to create a vector of weights, and obtain the output:

z3 =
3∑

j=1

Softmax([Score(3, 1), Score(3, 2), Score(3, 3)])jbj

=
3∑

j=1

exp(Score(3, j))∑3
i=1 exp(Score(3, i))

bj

Figure: Self-attention layer.
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Self-attention layer for LM

◦ A more sophisticated way to present how words are contributed to each other:
▶ Query: when the current word goes measure the relevance with other words.
▶ Key: when being measured the relevance by other words.
▶ Value: value used to compute the final output.

◦ For each word, calculate its corresponding query, key, and value using parameters XQ, XK , XV ∈ Rm×d

qi = XQbi, ki = XKbi, vi = XV bi.

◦ Then, for the word with embedding b3, those three scores become:

Score(3, 1) = ⟨q3, k1⟩; Score(3, 2) = ⟨q3, k2⟩; Score(3, 3) = ⟨q3, k3⟩.

z3 =
3∑

j=1

Softmax([Score(3, 1), Score(3, 2), Score(3, 3)])jvj

◦ We need to learn the parameters XQ, XK , XV ∈ Rm×d. Figure: Self-attention layer.
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Positional embeddings in self-attention
Question: ◦ Does self-attention layer consider the relative position of each word in the sequence? No!

Observation: ◦ If we switch the order of b1 and b2, the output z3 remains the same.

Figure: Self-attention layer.

◦ In comparison, RNN encodes the information about the order of the inputs recursively.
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Positional embeddings in self-attention
Question: ◦ Does self-attention layer consider the relative position of each word in the sequence? No!

Solution 1? ◦ Absolute position via trivial concatenation.

Pos(bt) = Concatenate[bt, t] .

◦ Unbounded value.

◦ Hard to extrapolate on sequence with unseen length.
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Positional embeddings in self-attention
Question: ◦ Does self-attention layer consider the relative position of each word in the sequence? No!

Solution 2 [44]: ◦ Absolute position via trigonometric functions of different frequencies. For t = 1, . . . , T :

Pos(bt) = bt +



sin
(

t/100002×1/d
)

cos
(

t/100002×1/d
)

...

sin
(

t/100002× d
2 /d
)

cos
(

t/100002× d
2 /d
)


From [51]
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Positional embeddings in self-attention
Question: ◦ Does self-attention layer consider the relative position of each word in the sequence? No!

Solution 2 [44]: ◦ Absolute position via trigonometric functions of different frequencies. For t = 1, . . . , T :

Pos(bt) = bt +



sin
(

t/100002×1/d
)

cos
(

t/100002×1/d
)

...

sin
(

t/100002× d
2 /d
)

cos
(

t/100002× d
2 /d
)


From [51]

Solution 3: ◦ ⋆Rotary position embedding [39]: incorporate both absolute position and relative position.
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Extending context length LongRoPE: Extending LLM Context Window Beyond 2 Million Tokens, 2024 [9]

◦ What about even longer texts?
▶ LongRoPE [9]: 2048K tokens
▶ State-space models: S4 [11], Hyena [28], Mamba [10], Samba [33]...

Passkey
retrieval test:

◦ The goal is to retrieve a random passkey (i.e. 5 digit number) hidden in a long document.

Figure: Passkey retrieval accuracy of different models [9]
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Extending context length LongRoPE: Extending LLM Context Window Beyond 2 Million Tokens, 2024 [9]

◦ RoPE [39] uses sinusoidal functions to assign positional values to the tokens.

LongRoPE:
mθi −→ I(λ̂i, m̂)×mθi

whereI(λ̂i, m̂) =
{

1 m ≤ m̂,
1

λi
m ≥ m̂
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Self-attention layer for LM

◦ B = [b1, ....bT ]⊤ ∈ RT ×d: collections of embeddings of all tokens.
◦ Learnable parameters: XQ, XK , XV ∈ Rm×d, XO ∈ R|V|×m.

Forward pass in training on a single sentence
1. Set initial loss L = 0.
2. Q = BX⊤

Q, K = BX⊤
K , V = BX⊤

V , query, key, value.
3. S = Mask(QK⊤), calculate score and mask score.
5. Z := [z1, ..., zT ]⊤ = Row-wise-Softmax(S)V , self-attention output
6. U := [u1, ..., uT ]⊤ = Row-wise-Softmax(ZX⊤

O), probability
7. L = L +

(∑T

t=1

∑|V|
i=1−û[i]

t log u[i]
t

)
, loss Figure: Mask score for S.

Remarks: ◦ In the remaining slide, bt has already been added to position embedding.

◦ Masking score is used to prevent “cheating.”
▶ the current word has only seen previous word.
▶ the subsequent word is unknown.
▶ the element −∞ after softmax becomes 0.
◦ Attention with masking score is usually called “Masked attention.”

◦ This construction enables parallelization whereby improving upon RNNs.
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Self-attention layer as LM: inference

Forward pass in inference
1. Set b1 as the embedding of ⟨BOS⟩, t = 1.
2. While True:
▶ qt = XQbt, kt = XKbt, vt = XV bt, calculate query, key, value
▶ s = [⟨qt, k1⟩, · · · , ⟨qt, kt⟩]⊤, calculate score
▶ zt = [v1, · · · , vt] · Softmax(s)
▶ ut = Softmax(XOzt)
▶ Set bt+1 as the embedding of the token corresponding to arg max ut.
▶ If bt+1 is the embedding of ⟨BOS⟩: break
▶ t+ = 1

3. Output: [b1, · · · , bt+1].

Remark: ◦ Still non-parallelizable, still auto-regression, the same as RNN LM, FNN LM.

◦ At t step, we only calculate the query qt and value vt for bt.

◦ We store previous queries qt−1, . . . , q1 and values vt−1, . . . , v1. This is called “KV-cache.”

◦ KV-cache is the critical bottleneck in LLM inference with transformers.
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Transformer as LM
◦ A Transformer block= [self-attention layer + layer normalization + feedforward layer + layer normalization].
◦ We stack L Transformer blocks to form an LM, e.g., L = 12 in [30].

Forward pass in pre-training on single sentence
1. Set initial loss L = 0, denote by Z0 = B the input to the first block.
2. For l = 1, . . . ,L
▶ Ql = Zl−1X⊤

Q,l, Kl = Zl−1X⊤
K,l, Vl = Zl−1X⊤

V,l, query, key, value.
▶ Sl = Mask(QlK

⊤
l ), calculate score and mask score.

▶ Zl = Row-wise-Softmax(Sl)Vl

▶ Zl+ = Zl−1, “add” in the figure, motivated by ResNet [12]
▶ Zl = Layernorm(Zl)
▶ Zshortcut = Zl

▶ Zl = σ(XF,lZl), feedforward
▶ Zl+ = Zshortcut, “add”
▶ Zl = Layernorm(Zl) output of each Transformer block

3. U := [u1, ..., uT ]⊤ = Row-wise-Softmax(ZLX⊤
O), probability

4. L+ =
(∑T

t=1

∑|V|
i=1−û[i]

t log u[i]
t

)
, loss

Remarks: ◦ Original Transformer is proposed with encoder and decoder for neural machine translation [44].
◦ The Transformer decoder is sufficient as an LM.
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GPT-1 [30]: (Pre-train + fine-tune paradigm)“Improving Language Understanding by Generative Pre-Training”, 2018

Remarks: ◦ Pre-training enables learning better underlying language patterns on a large corpus.
◦ Pre-training provides a better parameter initialization for fine-tuning, leading to faster convergence.
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GPT-1 [30]: (Pre-train + fine-tune paradigm)“Improving Language Understanding by Generative Pre-Training”, 2018

◦ Step 1: Pre-train a LM on a large unlabeled corpus using Transformer’s decoder.
▶ Recall that Transformer’s decoder is sufficient for LM.
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GPT-1 [30]: (Pre-train + fine-tune paradigm)“Improving Language Understanding by Generative Pre-Training”, 2018

◦ Step 1: Pre-train a LM on a large unlabeled corpus using Transformer’s decoder.
▶ Recall that Transformer’s decoder is sufficient for LM.
◦ Step 2: Fine-tune on specific tasks, e.g., on a sentence classification task.
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GPT-1

Limitation: ◦ Require task-specific datasets and task-specific fine-tuning.

◦ Model is fine-tuned on very narrow task distributions.

◦ Model does not necessarily generalize better out-of-distribution.

Question: ◦ Is it possible to address these limitations?
▶ Humans do not require large supervised datasets to learn most new language tasks.

–“please tell me if this sentence describes something happy or something sad”
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GPT-2, GPT-3 [31, 2] “Language Models are Unsupervised Multitask Learners”, “Language Models are Few-Shot Learners”

◦ Same as GPT-1: we still pre-train the LM on unlabeled corpus.
◦ New: no need to fine-tune anymore. One pre-trained LM for all tasks, achieve SOTA.
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GPT-2, GPT-3 [31, 2] “Language Models are Unsupervised Multitask Learners”, “Language Models are Few-Shot Learners”

◦ Same as GPT-1: we still pre-train the LM on unlabeled corpus.
◦ New: no need to fine-tune anymore. One pre-trained LM for all tasks, achieve SOTA.

◦ How?

Figure: From https://businessolution.org/gpt-3-statistics/
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Few-shot prompting (In-context learning) in GPT-3

◦ GPT-1: finetune the model on a specific task.
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Few-shot prompting (In-context learning) in GPT-3

◦ GPT-1: finetune the model on a specific task. ◦ GPT-3: no fine-tuning is fine.
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◦ GPT-1: finetune the model on a specific task. ◦ GPT-3: no fine-tuning is fine.
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Few-shot prompting (In-context learning) in GPT-3

◦ GPT-1: finetune the model on a specific task. ◦ GPT-3: no fine-tuning is fine.
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Few-shot prompting (In-context learning) → emergent abilities of LLM

“An ability is emergent if it is not present in smaller models but is present in larger models.”[46]

Figure: Emergent abilities of few-shot prompting appear when the model parameters (x-axis) are increased to some extent. [46]
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Chain-of-thought prompting → emergent abilities of LLM

Figure: Demo of chain-of-thought (CoT) prompting [19].
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Chain-of-thought prompting → emergent abilities of LLM

Figure: Performance under chain-of-thought prompting is increased until a certain model scale on Math word problems [46], A
LLM called LaMDA is used [41].
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Why emergent abilities occur? [35]

◦ Understanding this would benefit:
▶ Economy and environment: reduce training cost to obtain desired emergent abilities.
▶ AI-Safety: prevent larger models from acquiring dangerous capabilities without warning.

Figure: In NeurIPS 2023, the paper that explains “emergent abilities” achieved outstanding paper award. As a remark: the
Word2vec paper achieved “Test of time” award.
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Why emergent abilities occur?
◦ Emergent abilities occur due to:
▶ fundamental changes by model scaling.
▶ researcher’s choice of metric.
◦ Nonlinear or discontinuous metrics produce apparent emergent abilities.
◦ Linear or continuous metrics produce smooth, continuous, predictable changes in performance.
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Figure: 2-Integer 2-Digit Multiplication Task. Left: performance is measured by a nonlinear metric (e.g., Accuracy). Right:
performance is instead measured by a linear metric (e.g., Token Edit Distance).
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FLAN [45] (Pre-training + Instruction-tuning) “Finetuned language models are zero-shot learners”, 2021

◦ Fine-tuning is useful again, with the instruction format, allowing generalize to unseen tasks.

◦ Better than aforementioned “no fine-tuning” + “few-shot prompting”.
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InstructGPT (Aligned LLM: Pre-training + Instruction-tuning + RLHF)
“Training language models to follow instructions with human feedback”, 2022

◦ Limitation of GPT-3: trained to predict the next token, can not follow user instructions well.
◦ InstructGPT:
▶ Towards following user instructions, more helpful, less toxic.
▶ Align LM with user intent by instruction-tuning and reinforcement learning from feedback (RLHF ).

Figure: Demo of aligned LLM for helpfulness, from
https://openai.com/research/instruction-following

Figure: Demo of aligned LLM for safety, from [3]
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InstructGPT

◦ Step 1: Pre-train a Transformer-based LM based on unlabeled corpus, similar to GPT-1, GPT-2, GPT-3.
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InstructGPT
◦ Step 2: Supervised fine-tune (instruction-tune) via collected demonstration.
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InstructGPT
◦ Step 3 (RLHF): Train a reward model rx(Sprompt, Sresponse) with parameters x.
▶ GPT-3-based architecture.
▶ Input: concatenation of Sprompt and Sresponse. Output: scalar value.
▶ Loss:

Lx = −
1(
K
2

)E(Sprompt,Sresponse1,Sresponse2)∼D [log (σ (rx (Sprompt, Sresponse1)− rx (Sprompt, Sresponse2)))] ,

where Sresponse1 is the preferred response out of the pair of Sresponse1 and Sresponse2, D is the dataset of
human comparisons. For each prompt, labelers need to rank K response, leading to

(
K
2

)
comparison.
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InstructGPT

◦ Step 4 (RLHF): Using this reward model to fine-tune GPT via Proximal Policy Optimization (PPO) [36]
▶ (state, action): (Sprompt,Sresponse).
▶ Initialize a policy to be the fine-tuned GPT in step 2, i.e., πSFT.
▶ Initialize a copy of the above policy with parameters ϕ that we want to optimize, i.e., πRL

ϕ .
▶ Use PPO to optimize ϕ in order to maximize the following objective.

Lϕ(Sprompt, Sresponse) = rx(Sprompt, Sresponse)− β log[πRL
ϕ (Sresponse|Sprompt)/πSFT(Sresponse|Sprompt)]︸                                                                         ︷︷                                                                         ︸

penalty term

▶ The penalty term ensures the new policy πRL
ϕ doesn’t change a lot from the original policy πSFT.
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LLaMA [42] (Pre-training only) “Llama: Open and efficient foundation language models”, 2023

◦ GPT-3 (175B) model struggles in inference efficiency.

◦ LLaMA-13B can be run on a single A100 GPU.

◦ LLaMA-13B outperforms GPT-3 (175B) on most benchmarks.

◦ How? key reasons: training on more tokens.
▶ GPT-3: 300B tokens.
▶ LLaMA: 1T tokens. Figure: Pre-training data of LLaMA.

◦ This is a concurrent work with InstructGPT.

◦ Other features of LLaMA:
▶ Use pre-normalization in transformer; Use SwiGLU instead of ReLU; Use rotary position embedding.

LLMs | Prof. Volkan Cevher; volkan.cevher@epfl.ch Slide 52/ 78



LLaMA [42] (Pre-training only) “Llama: Open and efficient foundation language models”, 2023

◦ GPT-3 (175B) model struggles in inference efficiency.

◦ LLaMA-13B can be run on a single A100 GPU.

◦ LLaMA-13B outperforms GPT-3 (175B) on most benchmarks.

◦ How? key reasons: training on more tokens.
▶ GPT-3: 300B tokens.
▶ LLaMA: 1T tokens.

Question
◦ Why do more tokens but fewer parameters achieve better results?

Figure: Pre-training data of LLaMA.

◦ This is a concurrent work with InstructGPT.

◦ Other features of LLaMA:
▶ Use pre-normalization in transformer; Use SwiGLU instead of ReLU; Use rotary position embedding.
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Scaling laws in LLMs [13, 18] “Scaling Laws for Neural Language Models”, 2020, “Training compute-optimal large language models”,2022

Question
◦ Given fixed computing budget Cmin (training FLOPs), what matters most for the final performance?

◦ By large-scale empirical observations (scaling law) [18].
▶ model size N (number of parameters).
▶ dataset size D (number of training tokens).
▶ Architecture design (e.g., layer, depth, number of attention heads).
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Scaling laws in LLMs [13, 18] “Scaling Laws for Neural Language Models”, 2020, “Training compute-optimal large language models”,2022

Question
◦ Given fixed computing budget Cmin (training FLOPs), what matters most for the final performance?

◦ By large-scale empirical observations (scaling law) [18].
▶ model size N (number of parameters).
▶ dataset size D (number of training tokens).
▶ Architecture design (e.g., layer, depth, number of attention heads).

Figure: The performance is slightly affected by the number of layers nlayer, dimension of the residual stream (dmodel), and
number of attention heads per layer nhead,
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Scaling laws in LLMs

◦ By large-scale empirical observations [13], the optimal N⋆ and D⋆ satisfies N⋆ ∝ C0.5
min , D⋆ ∝ C0.5

min .

◦ When doubling the model size, the number of training tokens should also be doubled.

Parameters FLOPs Tokens

400 M 1.92e+19 8.0 B
1 B 1.21e+20 20.2 B

10 B 1.23e+22 205.1 B
67 B 5.76e+23 1.5 T

175 B 3.85e+24 3.7 T
280 B 9.90e+24 5.9 T
520 B 3.43e+25 11.0 T

1 T 1.27e+26 21.2 T
10 T 1.30e+28 216.2 T

Table: Estimated optimal training FLOPs and training tokens for various model sizes [13].
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LLaMA-2 [43] (Aligned LLM: Pre-training + Instruction-tuning + RLHF)
“Llama 2: Open foundation and fine-tuned chat models”, 2023

◦ A family of open-source pre-trained and fine-tuned LLMs.
▶ LLaMA-2: an updated pre-trained version of LLaMA-1.
▶ Llama 2-chat: a fine-tuned version of LLaMA-2, that is optimized for dialogue use cases.
◦ Achieve comparable results against closed-source ChatGPT.
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LLaMA-2
Pre-training Data Params Context

Length
Grouped-query

attention
Tokens

LLaMA-1 See previous slide

7B 2k ✗ 1T
13B 2k ✗ 1T
33B 2k ✗ 1.4T
65B 2k ✗ 1.4T

LLaMA-2
A new mix of
publicly available
online data

7B 4k ✗ 2T
13B 4k ✗ 2T
34B 4k ✓ 2T
70B 4k ✓ 2T

Table: Key changes in LLaMA-2, compared to LLaMA-1.

LLaMA-2
Params

Time
(GPU hours)

Power
Consumption (W)

7B 184320 400
13B 368640 400
34B 1038336 350
70B 1720320 400

Table: GPU time (Nvidia A100 80GB) and power consumption for pre-training each model. If you have 1000 Nvidia A100, you
can finish the pre-training in one week.
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LLaMA-2-CHAT
◦ Training pipeline of LLaMA-2-CHAT: Same as InstructGPT, including:
▶ Pre-training
▶ Instruction tuning
▶ RLHF
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LLaMA-2-CHAT
◦ Difference
▶ Use two reward models in RLHF, one for Safety, one for Helpfulness.
▶ In RLHF, not only use PPO, but also consider “rejection sampling fine-tuning”.
▶ Use “Ghost Attention”.

▶ Denote by Srule:=“Always answer with emojis”,
▶ Denote by a multi-round conversation [S1

response, S1
prompt, . . . ST

response, ST
prompt].

▶ To avoid the model forgetting Srule, one can add it before each Sresponse, but too expensive.
▶ Alternatively, when optimizing the loss w.r.t St

response, Ghost Attention adds Srule only before St
prompt, and set the loss

before the previous t − 1 conversation as zero so that the model is not required to predict Srule.

Figure: Left: issue of multi-turn memory without ghost attention. Right: Solved by ghost attention.
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LLaMA-3
“https://ai.meta.com/blog/meta-llama-3”, 2024
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LLaMA-3

Pre-training Data Params Context
Length

Grouped-query
attention

Tokens

LLaMA-1 See previous slide

7B 2k ✗ 1T
13B 2k ✗ 1T
33B 2k ✗ 1.4T
65B 2k ✗ 1.4T

LLaMA-2
A new mix of
publicly available
online data

7B 4k ✗ 2T
13B 4k ✗ 2T
34B 4k ✓ 2T
70B 4k ✓ 2T

LLaMA-3 7 times larger than
that of Llama-2

8B 8k ✓ 15T
70B 8k ✓ 15T

Table: Key changes in LLaMA-3, compared to LLaMA-2 and LLaMA-1.
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GPT-4 [26]
“GPT-4 Technical Report”, 2023

◦ Multi-modals closed-source LLMs with text + image modality.

Figure: From [26]
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CLIP (Contrastive Language-Image Pre-training) [29]
“Learning Transferable Visual Models From Natural Language Supervision”, 2021

◦ To understand how GPT-4 supports image input, it’s essential to study large vision foundation models.

◦ The training of CLIP relies on contrastive learning.
▶ Given N image-caption pairs.
▶ Denote by the trainable encoder output of image-caption pairs as (I1, T1), . . . , (IN , TN ).
▶ For each image In, calculate the logits [⟨In, T1⟩, . . . , ⟨In, TN ⟩].
▶ Calculate cross-entropy loss given this logit and true label n.
▶ The loss for each text is calculated in a similar way.

◦ CLIP learns vision features that can be useful for downstream tasks, similar to pre-training of LLMs.
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MiniGPT-4 (open-source Large Vision Language Model) [52]
“MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models”, 2023

◦ MiniGPT-4 architecture:
▶ an LLM Vicuna (advanced version of LLama-2-CHAT)
▶ vision encoder of BLIP-2 (advanced version of CLIP), including a pre-trained ViT and Q-Former.
▶ a single linear projection layer.
◦ MiniGPT-4 only requires training the linear projection layer to align the visual features with the LLM.

Figure: Architecture of MiniGPT-4.
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Efficient Fine-tuning - LoRA [15]“LoRA: Low-Rank Adaptation of Large Language Models”, 2022

◦ Full fine-tuning is computationally expensive. Number of training
parameters:
▶ GPT-1: 117M
▶ GPT-2: 1.5B
▶ GPT-3: 175B
◦ Regular fine-tuning updates the whole pre-trained weights X0 ∈ Rm×d .

◦ Low-rank decompositon of updates:

X0 + ∆X = X0 + BA

where rank r ≪ min(m, d), B ∈ Rm×r and A ∈ Rr×d.

◦ During training, X0 frozen, A and B are trainable. After training:

h = X0b −→ h = X0b + ∆Xb = X0b + BAb

Figure: Initialization of A and B
matrices
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Efficient Fine-tuning - LoRA [15]“LoRA: Low-Rank Adaptation of Large Language Models”, 2022

Advantages of
LoRA:

▶ Number of training parameters per layer: m× d −→ r × (m + d)
▶ Different A, B sets for different tasks and fixed X0
▶ Final performance matches the performance with full fine-tuning.
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Efficient Fine-tuning - Adapters [14]“Parameter-Efficient Transfer Learning for NLP”,2019

◦ For fine-tuning, small number of parameters are added to the original network.

◦ Parameters of original network are frozen, only newly added weights are trained.

LLaMA-Adapter [50]:◦ The Adapter algorithm is modified for Llama 2 model.
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Towards building trustworthy LLMs

Figure: From [20].
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Robustness

◦ LLMs are vulnerable to imperceptible adversarial attacks [20, 34].

Figure: Inserting a simple typo can alter the output of LLMs.
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Robustness

◦ Charmer: [34] Greedily select the best single-character perturbation at each iteration.

◦ Algorithm 1:Greedy position selection
▶ Insert a special character ξ (e.g., empty space) into each

position of S as follows:
▶ “ξThey don’t care about us”
▶ “Tξhey don’t care about us”
▶ . . .
▶ “They don’t care about usξ”

▶ Calculate the loss for each position and select the top position.
◦ Algorithm 2: Greedy substitution selection.
▶ Insert different characters into the top positions.
▶ Greedily select the best substitution.

Alphabet

S = They don’t care about us

y = negative

= They don’t care about us

= negative

 LM

Algorithm 2

_T_h_e_y_  _d_o_n_’_t_  _c  a_r_e_  _a_  _o_u_t_  _u_s_a

b

c



9

.

!

?

...

a

b

c



9

.

!

?

...

a

b

c



9

.

!

?

...

Algorithm 1

get_top_positions(   ,   ,3)

LM= They don’t c are about us

= positive

J

Sentence with 

highest lossFalse

Success    = They don’t c are about us

    = positive

J

True
Sentences

Figure: Schematic of the Charmer attacker.

LLMs | Prof. Volkan Cevher; volkan.cevher@epfl.ch Slide 68/ 78



Safety
◦ Even though LLMs undergo safety alignment, they are still susceptible to adversarial attacks
◦ Adding some suffixes can still elicit harmful content, as known as “jailbreaking attack” [20, 53].
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Safety
◦ Jailbreaked prompt can even be transferred from open-source models (Llama-2) to closed-source GPT-3.5.

Figure: Jailbreaking closed-source LLMs [53].
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Misuse & Privacy
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Misuse & Privacy
◦ One can extract person’s name, email address, phone number, fax number, and physical address from LLMs.

◦ Methods: sample a large number of output → Use membership inference attack to filter out memorized text.

◦ Membership inference attack can be done by measuring the perplexity: exp(− 1
T

∑T

t=1 log p(wt|w1:t−1)).

Figure: Privacy extraction attack [4]
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Take care when fine-tuning your LLMs
“Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!”, 2023

◦ How does fine-tuning affect safety alignment?
1. Harmful examples demonstration attack

▶ Harmfulness rates after 100 examples, 5 epochs:
GPT3.5-Turbo 1.8% −→ 91.8%

Llama-2-7b-Chat 0.3% −→ 80.0%
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Take care when fine-tuning your LLMs
“Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!”, 2023

2. Identity Shifting Attack

▶ Harmfulness rates after 10 examples, 10 epochs:
GPT3.5-Turbo 0.0% −→ 87.3%

Llama-2-7b-Chat 0.0% −→ 68.2%
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Take care when fine-tuning your LLMs
“Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!”, 2023

3. Benign Fine-tuning

▶ Harmfulness rates after 1 epoch with different benign datasets:
Alpaca [40] Dolly [7]

GPT3.5-Turbo 5.5% −→ 31.8% 4.5% −→ 23.9%
Llama-2-7b-Chat 0.3% −→ 16.1% 0.6% −→ 12.1%
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Data Leakage with Fine-tuning [25]“Memorization in NLP Fine-tuning Methods”, 2022

◦ How does fine-tuning affect privacy?

Figure: Three phases of training [25]

▶ Membership inference (MIA Recall): higher rates mean higher leakage.
▶ Exposure (Validation PPL): rate of exposure of a “secret” phrase. Higher rates mean more exposure.
▶ Ideally, we want low values in both metrics.
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Towards building trustworthy LLMs

▶ Data selection [48].
▶ Further improve fine-tuning/RLHF to align better with human preference [32].
▶ Machine unlearning: forget harmful content or private content [21].
▶ Membership inference attack: detect whether a data sample is used in the training set [38].
▶ Adversarial training to improve robustness [5].
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